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Question Paper Specific Instructions

Please read each of the following instructions carefully before attempting questions :

There are EIGHT questions divided in TWO SECTIONS and printed both in HINDI and in
ENGLISH.

Candidate has to attempt FIVE questions in all.

Questions no. 1 and 5 are compulsory and out of the remaining, any THREE are to be attempted
choosing at least ONE question from each section.

The number of marks carried by a question [ part is indicated against it.

Answers must be written in the medium authorized in the Admission Certificate which must be

stated clearly on the cover of this Question-cum-Answer (QCA) Booklet in the space provided. No
marks will be given for answers written in a medium other than the authorized one.

Assume suitable data, if considered necessary, and indicate the same clearly.
Unless and otherwise indicated, symbols and notations carry their usual standard meanings.

Attempts of questions shall be counted in sequential order. Unless struck off, attempt of a question
shall be counted even if attempted partly. Any page or portion of the page left blank in the
Question-cum-Answer (QCA) Booklet must be clearly struck off.
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Ql. (a)
(b)
HXS-U-STSC

@us A
SECTION A

Gfsiehel HIEh S ATCh Ush 3cUTeH 313 <hl W=k <hl TUradT Siie | &9 2 |
AUl HTEh S 1 TR, ‘p’, o 3Thed o ot n &R & Th ATgioah
gfcest a1 e fopam o | ufdest fepan sret @ =nfae arf 0.95 mifmemar
% T1Y ph ATehelsh T THHL p + 0-1 &1 2

A production unit manufacturing surgical masks is concerned about the
quality of their masks. A random sample of n masks are inspected to
estimate ‘p’, the probability of manufacturing a defective mask.

How large a sample is required so that the estimate of p lies in the range
p £ 0-1 with probability 0-95 ? 10

Ueh SHT HFHT 4 150 GiTAH -8R o Ufdesl ol AT foham | giferd] & i
i & : aTE, 8 IR fafhedn | difere-amehi gr Ifed qitdaral o g9 § =
qftoms gTed BT

(i) 30 9H had g AT B

(i) 10 9 hael fafehcar sfiqr 2

(iii) 98 UTH T T B, WAfehT Tft 9 wehR & ofmr 7 E
(iv) 27 % e fuferean <fimn 2, Afer aeft i wepr & sfmm & 2
(v) 137 9 ared 3R Fufercan i 2

afe @ e gen 2 fo uifee-anes % ww fafecan s 2, @ 38 9 T8
|7 B9 < UTRieRar uftesfera shifse |
An insurance company studies a sample of 150 policy-holders. There are

three categories of policies : auto, home and medical. The following
results are obtained about the policies held by the policy-holders :

(1) 30 have only home insurance

(i1) 10 have only medical insurance

(ii1) 98 have auto insurance, but not all three types of insurance
(iv) 27 have medical insurance, but not all three types of insurance
(v) 13 have auto and medical insurance

Given that a policy-holder has medical insurance, calculate the
probability that he has home insurance. 10



(c)

(d)

(e)

HXS-U-STSC

aMT X 3 Y Saa i adan afd st agfeas = 8 e w4 > 0
2 |
qfefyd 2

_{1, afe X<Y

0, I X>Y

RIGEE IS
EX|Z=1] + EX|Z = 0]

Let X and Y be independent and identically distributed exponential
random variables with mean A > 0.

Define
1, if X<Y
7 =
0, if X>Y
Find ED(|Z=1]+E[X|Z=O]. 10

T Xy, Xo, - Xy

f(x, 0) = lgg(i’) 0%: 0<x<1, 6>1

3 for T i Ao YRS B | 91 0 1 Th Had, WA g(0), o oI g
AT oTe® 2 fEe wEwr o, (C-R) Fr= ufiey e s & o2
afe &, @ @ i | afe 7, 9 gz =@ =@ o

Let Xy, Xy, ..., X, be a random sample from

fix, 0) = 1—‘;g—((la—)e"; 0<x<1 6>1

Is there a function of 0, say g(0), for which there exists an unbiased
estimator whose variance attains the C-R lower bound ? If yes, find it.
If not, show why not. 10

HET

0 1
T O +x

SISht T TRIhdl Tcd %o @ |

(i) cuisu % =0 sed gan % fou usfgy gwifadn 9@ (TH.UA.3R.)
T8

G AR X, fix, 0) & foran T wH Yew B, di gwise 6 |X|, 0 1 @
fiests § oft gafrw |X| % sed & fou TH.UA.3R. 2 |

3

=k —SRXAL o, 6>0




Q2. (a)
(b)
(c)

HXS-U-STSC

Let f(x, 6) be the Cauchy pdf

fx0=2 1 wixcm 850
TO% +x
(i)  Show that this family does not have Monotone Likelihood
Ratio (MLR).
(i) IfXis one observation from f(x, 0), show that | X| is sufficient for 0
and hence the distribution of |X| does have an MLR. 5+5

A Yy, Yo, Y, ... TG 3R Heoq @t agfess =X 8 e gee 18 |
heg ¥ T T T IR hid g Efd i
n!:%(gjn,

e

Steifeh GFTeHeh QUi n 8d ¢ |

Let Y{, Yy, Y3, ... be independent and identical Poisson random variables
with parameter 1. Use central limit theorem to establish

n
n! ~v/2nn (E)
e

for large value of positive integer n. 20

AT Xy, Xy, <., X, U1 Argfend ufies @ et e log X, ~ N (6, 6), 0> 0
@ 8 | guisy o Hwrferar gefieor &1 U &1 6 1 UHAE MLE 2 | 0 %
MLE % foft 3wt sieq wred hifso |

Let X;, X,, .., X, be a random sample such that log X; ~ N (6, 0)
distribution with 6 > 0 unknown. Show that one of the solutions of the

likelihood equation is the unique MLE of 0. Obtain asymptotic
distribution of MLE of 6. 15

(i)  ®EH ¢(t) % AT B B % fog vafe ufaeet w1 forfu |
(i) = i fop 721 9 wom shiee wem 2

1. e"t4

2. 1+ |t]]?

31T I I qehdTd firg shif |

(1) State the sufficient conditions for a function ¢(t) to be a
characteristic function.
(i)  Investigate if the following functions are characteristic functions :

4
1. et
2. [1+|t]1!
Justify your answer. 5+10



Q3. (a)
(b)
HXS-U-STSC

qET X 3 Y S de & fg e @ s agfes o d e el

ERME -i- s L a>0,u>0% | HAT (X, X, .oy Xp) 3 (Y, Yo, ooy Yp)
u

ST X 3 Y & fore e Jeon 3 A B |

e ATgfeneh WX U, 30 YR § qiwiivd 7
= 5 k. X, >Y,i=12..n
i o, s

Uiqtamrﬁaﬂzx:uﬁmK:x:zpéstrﬁm%%qaﬁs SPRT fafa i
T it freeht wfE (o, p) 7 |

Let X and Y be two independent random variables following exponential

distribution with mean % and 1 respectively, . > 0, u > 0. Suppose that
m

X1, Xg, oy X)) and (Yy, Yo, ..., Y,)) are sequences of observations on X

and Y respectively.
A random variable U; is defined as
1, if X.2Y.,; 152, .,0
T = i i
110, otherwise

Construct Wald’s SPRT procedure based on Ujs for testing
H: ) = pversus K : & = 2p with strength (a, ).

TAT Y, i > 1, T 3 wdem UG- 1, 1) agfeas = & | 9 i f
=1 Sepe TTfrehan # S1fEfd @

(1) {E{li}
(i) { (Yi )i }

Let Y;, i > 1 be independent and identical U(- 1, 1) random variables.

20

Determine if the following sequences converge in probability : 5+10

¥
o {5
1

a  )]




(c)

Q4. (a)

(b)
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AT X5 Xgs ooy X, THEAM ST U0, 0), 0 > 0 & forn mn w amefos
gidesl 8 1 6 %1 ol qaied wftedts s T | sad 0 @ waten sEfEd
Hleheleh UTed Eﬁ”:—ﬂQ |

Let X;, X, ..., X, be a random sample from uniform distribution

U(-6, 6), 6 > 0. Find the complete sufficient statistic for 0. Hence, obtain
the best unbiased estimator of 0. 15

AT Xy, Xy, oy X, W e, |t wrer > 0, § formn mn s awefos
wideel 8 | uh wfteetsr aftfig 2

T n
W:(l—l) , T:Z X.
n 2 B

i=1

() iz fob T ol waieq ufdests 2 |

(i) TUEE f T, e & foIw sMfiFa 2 |

(i) ¥l & T, UMVUE (3.WH.d1.3%.) 2, 2ufsu 5 o8 g(1) = e+ % forw
CRLB (H1.31R.Uet. 1. ) 9red & ohtar 2 |

Let X, X5, -5 X, be a random sample from Poisson distribution with

mean A > 0. Define a statistic
T n
1
Wz(l——j 1Y X,
n 1
1i=1

(1) Show that T is complete sufficient statistic.
(ii)  Show that T is unbiased for e—*.

(iii)  Show that even though T is UMVUE, it does not attain the CRLB

for g(A) = e, 20
HIET
o ) e 2 3/2 a ¥ :
X,y) = ,—0<X<oo,y>0.
J2n

(i) Yl 39 sed 3R Y o fqu 89 W X 1 aufaay deq e hifs |
(i) E(Y), V(Y), EX|Y), V(X|Y) 5T Ifsg |
(iti)  (ii) T 3TN T BT E(X), V(X) 71 HIFAT |

6




2
- yx

Let f(x,y) = e * \/}72_1/2 e ,—o<xXx<oo, y>0.
(1) Obtain the marginal distribution of Y and conditional distribution
of X given Y.
(i)  Find E(Y), V(Y), EX]|Y), VIX|Y).
(iii)  Use (ii) to find E(X), V(X). 5+5+5

(¢ @ faftm ol @ wh fifvaa sfanfies flew ufsen g o et &
uftrenfoR w1 argesa gg § fea fmn e | ufter stafy i gt @
ffierr yegl Turern & for SeRt werr foRem T | 3 WhR M B

fifd A - 80 83 79 85 90 68
fifd B 82 84 60 72 86 67 91
fifg C: 93 65 77 78 88
SUFhH AT T T TN U Y, 0-05 FIhdT T W Hulfa shifsg
o wm d Gifcart wue w9 @ gvrE @

A company’s trainees are randomly assigned to groups which are
through a certain industrial inspection procedure by three different
methods. At the end of the instructing period they are tested for

inspection performance quality. The following are their scores :

Method A : 80 83 79 85 90 68
Method B : 82 84 60 72 86 67 g1
Method C : 93 65 77 78 88

Using the appropriate non-parametric test, determine at 0-05 level of

significance whether the three methods are equally effective. 15
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Chi-Square (%2) Distribution

Area to the Right of Critical Value

gffergszl"f 0995 099 0975 095 090 010 005 0025 001 0.005
1 ~  — 0001 0004 0016 2706 3.841 5024 6.635 7.879
2 0.010 0.020 0.051 0.103 0.211 4605 5991 7.378 9210 10597
3 0.072 0.115 0216 0.352 0.584 6.251 7.815 9.348 11.345 12.838
4 0.207 0.297 0.484 0.711 1.064 7.779 9488 11.143 13.277 14.860
5 0412 0554 0831 1.145 1.610 9.236 11.071 12.833 15.086 16.750
6 0.676 0.872 1.237 1.635 2.204 10.645 12.592 14.449 16.812 18.548
7 0.989 1.239 1.690 2167 2.833 12.017 14.067 16.013 18.475 20.278
8 1344 1646 2.180 2733 3.490 13.362 15507 17.535 20.090 21.955
9 1735 2.088 2.700 3.325 4.168 14.684 16.919 19.023 21.666 23.589
10 2156 2558 3.247 3.940 4.865 15.987 18.307 20483 23.209 25.188
11 2603 3.053 3.816 4575 5578 17.275 19.675 21.920 24.725 26.757
12 3074 3571 4404 5226 6.304 18549 21.026 23.337 26.217 28.299
13 3565 4.107 5009 5.892 7.042 19.812 22.362 24.736 27.688 29.819
14 4075 4660 5629 6571 7.790 21.064 23.685 26.119 29.141 31.319
15 4601 5229 6.262 7.261 8.547 22.307 24.996 27.488 30.578 32.801
16 5142 5812 6908 7.962 9.312 23542 26.296 28.845 32.000 34.267
17 5697 6.408 7.564 8.672 10.085 24.769 27.587 30.191 33.409 35.718
18 6265 7.015 8231 9.390 10.865 25.989 28.869 31.526 34.805 37.156
19  6.844 7.633 8907 10.117 11.651 27.204 30.144 32.852 36.191 38.582
20 7434 8260 9591 10.851 12443 28.412 31.410 34.170 37.566 39.997

HXS-U-STSC 8



Q5. (a)
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©vus B
SECTION B

T FIERY ash FHgE e

Y=By+B; X, +5,i=1,..,n% fag

uH U gfeet sl wEd: fomd gu, B 3 By % HaH @ AR B
Scqd T |

(i) e =Y,— Y, W& Y, sl &, % forg quitsy o

(i)

1.

5.

-

e.=0
i
i=1
n n
A
Y = Y
i i
1=1 i=1
n
X.e. =0
i1
1=
n
N
Y.e. =0
i1
i=1

T W (X, Y) ¥ Il B |

For a simple linear regression model

Y=BO+81X1+81’1=1’ ...,n

Derive the least square estimators of B, and B, clearly stating the
conditions assumed.

1)

(i)

A A
Fore, =Y, - Yi where Yi is the fitted value, show that

1

n
IR

i=l
n n
A
Y. = Y.
i i
i=1 i=1
n
X.e.=0
i1
i=1
n
A
Y.e. =0
i1
=1

1
The regression line passes through (X, Y).
9

5+5



(b)

(c)

(d)

HXS-U-STSC

TEfId HehaHdl |, I v, b, r, k 3R 2 Foret Tgford smqul wes afismedn &
W%,?ﬁ&?ﬁ%ﬁ%:
(1) b>r+1>x+2
r? -1
A

In usual notations, if v, b, r, k and A are the parameters of a Balanced
Incomplete Block Design, then show that :

(1) b>r+1>A+2
r2—1

(i) v<b<

(i) v<b<

U a8 e gsE el e X 3R X, & reed =R &, o foe guise
we Wt X, 3R X, segEsiud gnl, sy fee § X, i Sed W X, %
FHIZRI U oh1 STehcleh STINEfdd & |

For the multiple linear regression model with two predictor variables X;

and X,, show that the estimate of regression coefficient of X, is
unchanged when X, is added to the regression model, whenever X; and
X, are uncorrelated.

e gd T g fdeaq gl THfE i N $heal d n A6 H Th
wiceel I T | whieeE fed S agfess Yfdeed gRI n $1EAl 8 ny 6T
1 Th IY-AfGE™ FAT T | WA Th ny $H1EAT W SUTNG WL i i 3R

Ny =n - n; SHEA T SRG Ae K1y, & o7k fohan =0 | Fwiy wen Yy
1 HTeheleh a1 T 3 -

A
Yy =W§1+(1—w) §2;0<W<1

W%E(%Nh?N,aﬁtwwwaﬁﬁul

A sample of size n is drawn from a population having N units by simple
random sampling without replacement. A sub-sample of n; units is
drawn from the n wunits by simple random sampling without
replacement. Let ?1 denote the mean based on n; units and §2 , the
mean based on ny,=n-n; units. Consider the estimator of the
population mean ?N given by :

A —_
Yy =wy1+(1—w) Y3 0<w<1

A _
Show that E(Yy ) = Yy, and obtain its variance.

10

10

10

10



(e)

Q6. (a)
(b)
HXS-U-STSC

fopeft atfirshoumr it gardm AR STt B 2 qUia: Agfeshiha fHehedT W
Iefeahiehd Wesh ARTUAT I &A1 Sl I I SATh Fcad hiT |

How is the efficiency of a design measured ? Derive the expression to
measure the efficiency of a Randomised Block Design over a Completely

Randomised Design. 10

forell =g Wash wwew figel e @ wa-fo=r Xy, X, 3R X; &, & fog,

mmrij,xaﬁrxjﬁag’eia‘awam% | fergi 3Tfehel o fou, e@r T f

ri9 =077, Tgq = 0-52, 175 = 0-72 3 |

(i)  I9ded AThSl hl Tl ST |

(i) ARG ryq 39 B, q@ SR U T ryy 3R roq & AF F 15 FH HHT
ITH SHIfT |

For a multiple linear regression model with three covariates X;, X, and
X3, let I denote the correlation coefficient between X; and XJ For a
data, it was found ryy = 0-77, r9g = 0-52, r14 = 0-72.

(1) Check the consistency of the above data.

(i)  Ifrygis unknown, obtain the limits within which rq3 lies given the
above values for r19 and rog. 20

THH R el Toa1 & o0 Ufd=eq §, Tufy qe &1 3@fiEd 3tehas g
$ife | gHept gfaerm yew oft fm w9 9 w9 Hifse

{1+M-1Dp

V(y)=(1-f)(NM-1)S? ~—
M2(N -1)n

&l Hehdl o 9 =T 379 3 |

In cluster sampling with equal size clusters, obtain the unbiased

estimate of population mean. Also obtain its sampling variance as

{1+ M-1Dp |
MZ2(N -1)n

V(y)=(1-f)(NM-1) S?
where notations have their usual meanings. 15

11



(c)

Q7. (a)
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0)(1

X 2 1
1x1
Y.
2 2

2x1 1 1

quiey o X, ;  Ufd€9 W, Y, ;% & G2 E&ad 8 oifehd U o &6
T

X 0)(1 2
1x1
Let Z3><]_= ~N3 0 5 2 5

2

1
2x1 1)1 2 2

Show that conditional on X; ;, the two components of Y,y ; are

independent but marginally they are not.

(i)

(i1)

(iif)

(i)

(i1)

(iii)

Fg-3UTEHT SN H HHOT 1 3 2

U 26 S5-IUTGHT TN 23 TR % @eehi H FHTCId [T 1 | Hehild
gral 1 fefge fSed w8 ot g 3ueE @ Q@ uew =kl
Hehltd 7 & | Hehfld B a1t Tad o SATIehIhd ST=ATAIshATSA b1 Fl
fafau, a1y &t shaat Tg@ @& & 99 fafau |

ok @ewhi # 2n FRIUCH YN % [T WA Hifedl H fawH
difsre |

What is confounding in factorial experiments ?

A 26 factorial experiment is conducted in blocks of size 23. Write
the confounded effects such that no main effect or two factor
interaction are confounded. Give the list of independent and
generalised interactions confounded along with the elements of
key block only.

Give the break-up of degrees of freedom for a 2% factorial
experiment in 2K blocks.

12

15

20



(b)

(c)

Q8. (a)

1 -1
T U 1 2HeW X, = | 0| M Xy =| 1| % G Hhi b Yieheld
-1 0
o1 faor AT | X, 3T X, 1 94 ¥eehi o w9 H forfay |

What are principal components ? Describe how to compute the principal
1 -1

components of the vectors X; = | 0| and X, = | 1 |. Give X; and Xy in
-1 0

terms of the principal components. 15

T STTeheteh TG hIfore | ewiisy fiFfd = — Jsyeo (%, b) | foh
whtrerdl % atarid sifmfd Tog gt R} 2 YW uTd & "idehe 3Tehaish Wl e
HIET FTd HITT | HHISEU SATeheteh shi STUTT 3TTeheish b &1 o1 hIfT |
Define Regression estimator. Show bias = — Cov (x, b). Under what
conditions is bias negligible ? Find the mean square error of the

estimator to first degree of approximation. Give comparison of
Regression estimator with Ratio estimator. 15

(i) Tfa gfaerd # ke R & @a Ak @ Al
n, N; (i > 2) ¥ sa1g1 9 &, @ a1 fafim wal o sl &1 = o
TR T ?

Gi) feame ww & & o § s ufded @eagwr fear mn |
TR ARGl gRT ITed WelgR Ugi o &l o TR W Tal % =R
T A, B, C 3R D SHTT T | YeIsh & § Tial o1 Teh ATg(eoeh el
A1 T SR YAS g M M § ¥k i o wedn faed wE |
3ffers = guie MU §

gt <1 | gfdest §
FA | TIEl
& &
N) | ()

o T it s Een

A (0 -3 UHg) 275 15 2,5,1,9,6,7,0,4,7,0,5,0,0,3,0

B (3 - 6 TH3) 146 10 | 21,11,7,5,6, 19, 5, 24, 30, 24

C (6 — 15 Thg) 93 12 3,10, 4, 11, 38, 11, 4, 46, 4, 18, 1, 39

D (15 Ths 3R AfU*) | 62 11 |30, 42, 20, 38, 29, 22, 31, 28, 66, 14, 15

HXS-U-STSC

et 1 =fi=i 1 9@ 1 ATehad ST |

13




(1)

(i)

In stratified sampling under optimum allocation, how will you
proceed to select units from different strata, if one or more n;’s

happens to be greater than N (i > 2) ?

A sample survey was conducted in a certain district of Himachal
Pradesh. Four strata A, B, C and D of villages were formed
according to the acreage of fruit trees as obtained from revenue
records. A random sample of villages was selected from each
stratum and the number of apple orchards in each selected village

was noted. The data are shown below :

10

Total Number of
Stratum nu@ber villages in Number of orcbards in the selected
of villages | sample villages
(Ni) (ni)
A (0 — 3 acres) 275 15 2,5,1,9,6,7,0,4,7,0,5,0,0,3,0
B (3 — 6 acres) 146 10 21,11,7,5,6,19,5, 24, 30, 24
C (6 — 15 acres) 93 12 3, 10,4, 11, 38,11, 4, 46, 4,18, 1, 39
D (15 acres and above) 62 11 30, 42, 20, 38, 29, 22, 31, 28, 66, 14, 15

(b)

HXS-U-STSC

(i)

(ii)

1)

(ii)

Estimate the number of orchards in the district.

fgemdia sgue feet fomm us ymadar =w 2, & foe an 1o gfderdt @
oyea: foed gu, =Fad @ yEmea geien ogea hif | e 3
freet o gTeet St ST e Sl ?

Ui HIfT o6 1 e & ufta: wiga rewar =i 6 @&qd fohar S
3 |39 fawa o sk =X & mefora ol W feoqoft fafau | emm 2@
&1 fig SR |

For a second order polynomial model with one predictor variable,
derive the least squares normal equations clearly stating the

conditions assumed. How will you interpret the parameters in
this model ?

Describe why it is recommended to work with predictor variables
centred around the mean. Comment on fitted values of the
response variable in this case. Prove your claim.

14

10

7+8




(c)
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faverd-a SAfiehedmTe o & ? 3N 39 AUl % ITAN I e &
aﬁ%ﬁ?zr%elaﬁx%ng@éaaﬁtw-%ag&ﬁ%,a:ﬁﬁw
i T § o 8, A o IR f6 F ey, op @ SHUH @
ST BT R |

What are split-plot designs ? When do you recommend the use of such
designs ? If e; and e, are the main plot and sub-plot errors respectively,
both estimated in units of a single sub-plot, explain why e, is expected to

be larger than e,.

15

15



